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Why am I here ? 

•   Computer Scientist, content-based Information Retrieval 
•   Machine learning and analytics are important to me 
•   I did some work on capturing lectures on video (1996) but 
nothing since 
•   Looked at analytics for education .. So much is descriptive 
analytics, analysing and explaining the past, looking for 
reasons to explain why 
•   Predictive analytics, data that can predict the future, much 
more useful, and is a data-driven approach 



Outline 

Motivation and goals 
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A primer on machine learning 
Selecting the modules 
Building the system 
The interventions 

-  What the Student sees 
-  What the Lecturer sees 
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Motivation 
 
Guardian 
Newspaper
Article, 
2013 



So much student data available … 

Demographics 
Age, home/term address, commuting 
distance, socio-economic status, family 
composition, school attended, census 
information, home property value, 
sibling activities, … 
 
Academic Performance 
CAO and Leaving cert, University 
exams, course preferences, 
performance relative to peers in school 
 

On-Campus Activities 
Library access, sports centre, clubs 
and societies, eduroam access yielding 
co-location with others and peer 
groupings, lecture/lab attendance, 
 
Online Behaviour 
Mood and emotional analysis of 
Facebook, Twitter, Instagram activities, 
friends and their actual social network, 
access to VLE (Moodle)   



So much student data we could use … 

…	
  which	
  might	
  be	
  just	
  a	
  bit	
  more	
  palatable	
  	
  

Demographics 
Age, home/term address, commuting 
distance, socio-economic status, family 
composition, school attended, census 
information, home property value, 
sibling activities, … 
 
Academic Performance 
CAO and Leaving cert, University 
exams, course preferences, 
performance relative to peers in school 
 

On-Campus Activities 
Library access, sports centre, clubs 
and societies, eduroam access yielding 
co-location with others and peer 
groupings, lecture/lab attendance, 
 
Online Behaviour 
Mood and emotional analysis of 
Facebook, Twitter, Instagram activities, 
friends and their actual social network, 
access to VLE (Moodle)   



What do we do ? 

We use this student data on a weekly 
basis to predict likelihood of pass-fail in 

a given module, for each of c.1,600 
students 

 
But before the details, lets talk ethics 



Importance of Ethics 

•  Ethics are important to ensure 
safety of participants and 
researchers 

•  Educational Data Analytics is a 
new area of research 
–  Not much previous research 

to highlight possible ethical 
issues 

–  Requires extensive ethical 
consideration 

•  Analytics in business are 
reployed in an ethically 
embivalent way 

•  We have spent a lot of time 
obtaining institutional approval, 
converting to the tools and 
norms that institutions know 

•  We are following the 8 
Principles set out by the Open 
University who are at EXACTLY 
the same stage as us 



Learning	
  analy7cs	
  is	
  a	
  moral	
  prac7se	
  which	
  should	
  align	
  with	
  core	
  
organisa7onal	
  principles	
  

The	
  purpose	
  and	
  boundaries	
  regarding	
  the	
  use	
  of	
  learning	
  
analy7cs	
  should	
  be	
  well	
  defined	
  and	
  visible	
  

Students	
  should	
  be	
  engaged	
  as	
  ac7ve	
  agents	
  in	
  the	
  
implementa7on	
  of	
  learning	
  analy7cs	
  

The	
  organisa7on	
  should	
  aim	
  to	
  be	
  transparent	
  regarding	
  data	
  
collec7on	
  and	
  provide	
  students	
  with	
  the	
  opportunity	
  to	
  update	
  
their	
  own	
  data	
  and	
  consent	
  agreements	
  at	
  regular	
  intervals	
  

Modelling	
  and	
  interven7ons	
  based	
  on	
  analysis	
  of	
  data	
  should	
  be	
  
free	
  from	
  bias	
  and	
  aligned	
  with	
  appropriate	
  theore7cal	
  and	
  

pedagogical	
  	
  frameworks	
  wherever	
  possible	
  

Students	
  are	
  not	
  wholly	
  defined	
  by	
  their	
  visible	
  data	
  or	
  our	
  
interpreta7on	
  of	
  that	
  data	
  

Adop7on	
  of	
  learning	
  analy7cs	
  within	
  the	
  organisa7on	
  requires	
  
broad	
  acceptance	
  of	
  the	
  values	
  and	
  benefits	
  (organisa7onal	
  

culture)	
  and	
  the	
  development	
  of	
  appropriate	
  skills	
  
The	
  organisa7on	
  has	
  a	
  responsibility	
  to	
  all	
  stakeholders	
  to	
  use	
  and	
  
extract	
  meaning	
  from	
  student	
  data	
  for	
  the	
  benefit	
  of	
  students	
  

where	
  feasible	
  

This	
  study	
  was	
  carried	
  out	
  following	
  
DCU’s	
  core	
  principles	
  

	
  Outlined	
  in	
  PLS	
  

Interven7on	
  is	
  	
  interac7ve	
  

Students	
  change	
  their	
  data	
  by	
  engaging	
  
with	
  Moodle	
  

Predic7ons	
  are	
  calculated	
  using	
  the	
  
same	
  algorithm	
  therefore	
  not	
  biased	
  

Data	
  used	
  is	
  from	
  Moodle	
  usage	
  alone	
  
and	
  therefore	
  does	
  not	
  in	
  any	
  way	
  

define	
  an	
  individual	
  

All	
  researchers	
  have	
  the	
  appropriate	
  
skills	
  required	
  to	
  handle	
  the	
  data	
  

Results	
  of	
  the	
  study	
  will	
  be	
  used	
  to	
  
beMer	
  understand	
  how	
  to	
  increase	
  

student	
  engagement	
  

Open University Principles 



We have approval but questioned at many steps … 
everybody is very nervous about this 
Using data analytics like this is minor in light of our everyday exposure to 
data analytics … from the length of prison sentences in the US, to our retail 
purchases, it is a fact of life 
 
Big data applications are light a lightning rod, the June 2014 Facebook A/B 
testing debacle showed this 
 
Tools of research ethics committees include an information session, plain 
language statement, opt-in option, withdraw at any time, no penalties for not 
participating, anonymity (except among peers) … and we do all these 
 
Our right to privacy goes back to Louis Brandeis’ article from 1890 but “the 
world has quickly become data driven, its time ethics caught 
up” (Techcrunch, 2014). By highlighting, we draw attention, potentially 
spoiling what we’re doing 
 



How Does Machine Learning Work ? 
 



Suppose you want to build a classifier for ‘boat’, you 
need training data, + and – examples of boat images 



What makes a boat a boat, and a “not boat”, not a boat ?  
We extract low level features from each boat/non-boat 

and try to “learn” the differences 



What kind of features … colours, textures, shapes, lines, 
across all the picture or in regions, calculated at pixel 

level 



In practice, there are hundreds of such features, but lets 
look at just two 



In practice, there are hundreds of such features, but lets 
look at just two 



In practice, there are hundreds of such features, but lets 
look at just two 



We can then take each image and “plot” it in this 2D 
“space” 



For boats … 



For boats … 



For boats … 



For boats … 



For boats … 



Until there are many of them 



And then for non-boats … 



And then for non-boats … 





We then “learn” the differences between a boat and a 
non-boat, in terms of %Blue pixels/Horizontal Lines 



There are outliers, but mostly its correct 



The “distance” from this “hyperplane” is a measure of 
confidence in boat/non-boat 



Then take new (untrained) images … 



Then take new (untrained) images … 



Then take new (untrained) images … 



Then take new (untrained) images … 



 
 
So that’s machine learning … building a classifier 
 
     Training set (positive and negative examples) 
     Balanced numbers of each 
     Features for each 
     Lots of computing to extract features and learn  
           the classifier 
      
     Very fast to run new examples through the  
           classifier 
      
     Which learning functions, which kernal, which  
          features … all that is the black art ! 
 



So many questions … 

We set out to apply machine learning to predict pass-fail on 
modules, using demographics and past behaviour (from 
previous years) 
 
Which modules ? 
 
Which students ? 
 
When to calculate prediction ? 
 
How to feed back to students, to lecturers ? 
 



Modules which work well …  

•  Have periodicity (repeatability) in Moodle access 
•  Confidence of predictor increases over time 
•  Don't have high pass rates (< 95%) 
•  Have large number of students, early-stage 
 



Total DCU Moodle Activity – notice the periodicity 



One example module, HR101 – ideal ! 



Building classifiers for each week/each module 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 3 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 4 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 5 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 6 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 7 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 8 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



Week 9 … all the time for HR101 

Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
  
	
  Tes,ng	
  



So for each module, we have a 
“tipping point” a week offset at which 
the predictor will work to an 
acceptable accuracy, and this varies 
across modules 
 
When we know this, we then re-train 
on ALL data we have 



For 2014 intake, we then re-trained each combination of 
module/week on all data – we’re now ready for 2014 ! 
Training	
  Data	
   	
   	
   	
   	
   	
   	
   	
   	
   	
  	
  



Model confidence	
  

  
•  Y axis is confidence in AUC ROC (not probability)	
  
•   X axis is time in weeks	
  

•   0.5 or below is a poor result	
  
•   Most Modules start at 0.5 when we don't have much 
information	
  

•   0.6 is acceptable, 0.7 is really good (for this task)	
  
•   The model should increase in confidence over time	
  



LG116: Introduction to Politics	
  

Students / year  = ~110	
  

Pass rate = 0.78	
  



LG116 – Predictor confidence (ROC AUC)	
  



BE101: Intro to Cell Biology	
  

Results / year = ~300	
  

Pass rate  = 0.86	
  



BE101	
  



SS103: Physiology	
  for	
  Health	
  Sciences	
  

Results / Year = ~150	
  

Pass rate = 0.92	
  



SS103	
  



MS136: Business Mathematics	
  

Results / year = ~250	
  

Pass rate = 0.68	
  



MS136	
  



LG101: Introduction to Law	
  

Results / Year = ~270 per semester	
  
Pass rate = 0.87 	
  



LG101	
  



HR101: Psychology in Organisations	
  

Results / Year – ~450	
  

Pass Rate – 0.89 	
  



HR101	
  



CA103: Computer Systems	
  

Results / year - ~140	
  

Pass rate – 0.76	
  



CA103	
  



CA168: Digital World	
  

Results / year  ~100 
Pass rate 0.98	
  



Some unusable modules:	
  

Courses whose pattern changes over time – e.g. 	
  



Some unusable Modules	
  

 
Modules with low numbers of students – 
below 100 per year	
  
 
Modules with high pass rates – above 
95% 	
  



Some unusable modules	
  

Modules where the prediction confidence stays 
the same or decreases – e.g. SS411 	
  



Some unusable modules	
  

Modules where the ROC AUC increases slowly 
(e.g stays below 0.6) e.g. PS122	
  



Building the System 

    We have 10 modules in 
semester 1, with impact on 
c.1670 students for 2014 
intake 



The Interventions – What Students Experience 



Student Interventions: Personal Feedback 

•  Students in half of modules get a weekly email about personal 
performance relative to the target. 



Student Interventions: Public Posting 

•  Students in other modules are 
emailed a weekly link to a 
league table depicting non-
anonymised performances of all 
class members. 

•  The email is a link to a use-
once (c.f. Snapchat) interactive 
graphic, which is time-limited 
and disappears forever after 3 
minutes 

•  The evidence is that public 

postings give a social 
motivation to perform better 

•  Its easy for a student to move 
up the league table … use 
Moodle … can it be gamed ? 





The Interventions – Lecturers’ Experience 

•  Lecturers get a colour-coded 
dashboard showing …  
 
students x weeks x predictions 





Timescale for Rollout 

It starts in 7 days, and we’re logging everything 
 
If it works (how to measure ?) then we have to re-
select modules each year, and re-train because 
course may change, lecturer may change, Moodle’s 
offerings will change (tests) so transferability is not 
trivial 
 



What next with student data ? 
Knowing many things about your 
students can be used for more 
than predicting their pass/fail 
 
Our roadmap is to improve 
prediction accuracy by using more 
information about our students … 
eduroam, library, sports, lifestyle … 
FaceBook ?  
 
Not the best application because 
relationship between engagement 
& pass-fail is correlation/causation 

The bigger prize is adapting course 
content to personalised models of 
individuals 
 
US company Knewton does this, 
partnering with Arizona State 
University, but using class test 
results, not behaviour 



Google-fication of education ? 

 
Given the ease with which you 
can find out anything you want 
to know, any where, any time, 
any device … would that be a 
bad thing ? 



Predictive Analytics – change the future 

Predicting the future changes 
it, especially if you want 
people to change as a result 
of knowing their future 
 
This was the storyline in the 
“Back to the Future” movie 
trilogy, so maybe we’ll never 
know  



Thank you ! 


